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Discussion Synopsis (this material is to provide perspective on papers and briefings mentioned 
above – it should not be used without that context) 
 
The starting point for the papers and discussion in this session is that model-validation means the 
comparison of field or experimental data to computational predictions of the outcomes of such 
events.  This makes validation fundamentally a statistical endeavor: experimental design (or 
survey design), to generate pertinent data; statistical data analysis, to extract and communicated 
the information gleaned from the comparison.  Thus, this session addressed statistical 
foundations of model-validation.   
 
It is important that model-validation have a goal.  This will drive the experimental design and 
data analysis (and provide a focus that seems often to be missing from model-validation efforts).  
The statistical goal advocated is to be able to attach credible, defensible, communicable “limits 
of error” to computational predictions of the outcomes of events, including events that have not, 
or cannot, be observed in an experimental context.   
 
The following schematic illustrates the statistical model-validation process.  Experiments and 
applications, in general, correspond to the imposition of some environment onto a system, or a 
representation of a system, with the objective of learning how the system will respond to that 
environment.  Thus, the two meta-axes in the figure are configuration and environment.  It may 
help to think in terms of systems or components, or simplified mock-ups of such devices being 
subjected to environments in which the system is supposed to operate successfully.   
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The figure denotes a suite of experiments conducted in a test region.  At these points a 
comparison of experimental outcomes to computational predictions provides information about 
prediction error in the test region.  If that region does not cover the application space, then, as 
shown, there is an inference problem – to extrapolate from what is learned about prediction error 
in the test region to a statement about prediction error in the application region.  The session 
addressed issues and methods for accomplishing a meaningful evaluation of predictive 
capability. 
 
Discussion Points: 
 

1. Communication of statistical concepts and results.  Is either the Bayesian of Frequentist 
approach advantageous in that regard?  Consensus was that larger issues of experimental 
design and objectives were more important than the particular machinery used to 
generated error bounds for predictions. 

 
2. Bias.  In order to properly characterize predictive capability, it is important to know that 

there are no appreciable systematic errors in experimental results. 
 

3. Concern was expressed that modeling, and validation, have been oversold.  A small 
number of “Admiral’s tests” (full system tests) by themselves, does not provide adequate 
information about a model’s predictive capability.  When the results of such tests are 
combined with component tests, it may be possible to obtain a useful evaluation of 
predictive capability. 

 
4. Sample size issues.  How many experiments are needed?  The answer to such questions 

depends on experimental objectives, such as how precisely characteristics of prediction 
error need to be estimated.  Answers to such questions are always context-specific, but 
statistical methods can be used to frame objectives and determine sample sizes.  There is, 
in general, a need to include some replication, but there are trade-offs to be made 
between exploration of a factor space and replication. 

 
5. Model Tuning/calibration.  Can valid prediction error limits be obtained when the 

validation experiments’ results are used to estimate physical parameters in the predictive 
model?  The consensus was that they can, under both Bayesian and Frequentist analyses, 
in some situations. 

 
6. No data.  With no data, statistical validation, as addressed in this session, cannot be done.  

Expert judgment, then, is sometimes used to make assessments of validity.  Legacy data 
may be used to evaluate predictive capability, but use of  “old” data could cause 
problems. 

 



7. Extrapolation.  Some sort of mathematical linkage is required to extend evaluations of 
predictive capability in the test region to a separate application region.  The resulting 
bounds can be quite broad and it may be difficult to find suitable mathematical linkages. 
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